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Warning:  this presentation contains language which may be considered as offensive. 



The topic of AI empowered mental health 
diagnosis is an active area of research.



Kaggle Dataset: Mental Health Corpus 

Documents as rows are text as comments related to people with mental health issues.  
Target variable labels are  (IS NOT depression: 0)  and   (IS depression: 1).

27977 entries
14138 IS NOT depressed
13837 IS depressed



Project stages.
➔ Data cleansing 

◆ Perform tokenization, remove stop words, null entries, punctuation, lemmatization.
◆ After some preliminary EDA we decided to remove words with <=2 chars.

➔ Initial EDA 
◆ Full dataset, Split  datasets (0 or 1) 
◆ bar plots, word clouds, cosine similarity matrix

➔ Feature engineering 
◆ Count vectorisation
◆ TF-IDF vectorisation
◆ Glove (SPACY)
◆ LDA(Count vectors, TF-IDF vectors, GENSIM Variational-Bayes)

➔ Topic EDA
◆ bar plots, word clouds,
◆  Cluster-maps, heatmaps

➔ Binary Classifier Modelling and Results:  
◆  Naïve Bayes
◆ Logistic Regression
◆ Support Vector Machine
◆ SGD-Huber

Words[chars<= 2]



EDA: Cosine Similarity Matrices (100x100 Glove 
vectors)



EDA: Count plot and word cloud for corpus.

27975 entries
14138 IS NOT depressed
13837 IS depressed



EDA: Word Cloud on individual entries



EDA: Word Clouds for separated datasets.

Is NOT depression Is depression 



EDA: Word Cloud on individual entries for
“Healthy” is not depressed. 



EDA: Word Cloud on individual entries for
“toxic” is depressed. 



LDA (count vectors)  entire corpus.
- Term sizes in word cloud is the term 

probability.  



LDA (tf-idf vectors)  entire corpus.
- Term sizes in word cloud is the term 

probability. 



LDA (gensim VB)  entire corpus
- Term sizes in word cloud is the term probability. 



EDA: Cluster mapping LDA topic distributions 
(gensim VB)  entire corpus
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EDA: Heat map of LDA topic distributions (gensim VB)  entire 
corpus. Documents manually ordered by strongest topic. 
 

IS
 N

O
T

IS



Most Probable

Most Probable

Entire corpus

Freq. entire corpus



Gensim perplexity sore

Perplexity:  -13. 5

In Gensim, the LDA perplexity score is a measure of how well a given topic model has 

generalized to unseen documents. It is a measure of how well the model can predict the held-out 

or test set. A lower perplexity score indicates that the model is better at predicting the unseen 

data.



Classifiers accuracy results:

Purpose: Apply the Data Science Process applying skills you have learnt in recent modules.

Choose one of the following tasks:
1. Choose a dataset or select a question and identify and gather the data
you need. Perform EDA on the data, identify features and a target
variable, and apply predictive models including decision trees and
ensemble methods. Evaluate these and present your findings.

2. Choose a dataset for a text classification task – such data might be
obtained via web scraping or may already exist in clean form. There
needs to be a target variable containing the category of text. Carry out
the following steps.
a) Perform tokenisation and remove stop words.
b) Apply stemming and/or lemmatisation (optional).
c) Perform EDA on the text (e.g. bar charts, word clouds)
d) Create features such as word counts, parts of speech, vectorisation (e.g. Word2Vec, TF-IDF).
e) Select and apply two or more predictive models to predict the category of text.
f) Evaluate the models and present your findings.

Count 
Vectors

Word Level 
TF-IDF

N-Gram 
Vectors

CharLevel 
Vectors

Glove 
Vectors

count 
vector LDA

TF-IDF 
LDA

GENSIM 
LDA

Naïve Bayes 0.84 0.87 0.85 0.87 0.80 0.78 0.73 0.70

Logistic 
Regression 0.91 0.91 0.86 0.92 0.88 0.81 0.79 0.79

Support Vector 
Machine 0.89 0.91 0.84 0.93 0.89 0.81 0.78 0.80

SGD-Huber 0.71 0.48 0.48 0.51 0.84 0.51 0.51 0.48



Conclusion:

Character level TF-IDF vectors may give better results than 
word-level representations in certain scenarios because:

● Robustness to spelling mistakes and 
out-of-vocabulary words: Focus on the character-level 
representation of the text rather than the exact word 
spelling (a lot of noise or variability in the data). 

● Capturing morphology: In languages with complex 
morphology, character-level models can capture more 
of the morphological information of words as they are 
less affected by inflections, derivations, and compound 
words.

● Capturing syntax and semantics: Character-level 
models can capture some aspects of syntax and 
semantics. 


