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The topic of Al empowered mental health
diagnosis is an active area of research.
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Mental iliness is highly prevalent nowadays, constituting a major cause of distress in people’s life with impact on society’s health {dalthang' ]bg} @umiacs.umd.edu
and well-being. Mental illness is a complex multi-factorial disease associated with individual risk factors and a variety of
socioeconomic, clinical associations. In order to capture these complex associations expressed in a wide variety of textual data,
including social media posts, interviews, and clinical notes, natural language processing (NLP) methods demonstrate promising
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al., 2014).




Kaggle Dataset: Mental Health Corpus
- ——————— o

Mental Health Corpus
Labeled sentences about depression and axiety

27977 entries
14138 IS NOT depressed

13837 IS depressed

Data Card Code (11)  Discussion (3)

About Dataset Usability ©
10.00

The Mental Health Corpus is a collection of texts related to people with anxiety, depression, and other mental health issues. The corpus License

consists of two columns: one containing the comments, and the other containing labels indicating whether the comments are considered Attribution 4.0 International (CC ...
poisonous or not. The corpus can be used for a variety of purposes, such as sentiment analysis, toxic language detection, and mental

health language analysis. The data in the corpus may be useful for researchers, mental health professionals, and others interested in Expected update frequency
understanding the language and sentiment surrounding mental health issues. Never

Documents as rows are text as comments related to people with mental health issues.
Target variable labels are (IS NOT depression: 0) and (IS depression:1).




Project stages.

-> Datacleansing
€ Perform tokenization, remove stop words, null entries, punctuation, lemmatization.
€ After some preliminary EDA we decided to remove words with <=2 chars.

= Initial EDA
€ Full dataset, Split datasets (O or 1)
€ bar plots, word clouds, cosine similarity matrix

->  Feature engineering
¢ Count vectorisation
€ TF-IDF vectorisation
€ Glove (SPACY)
€ LDA(Count vectors, TF-IDF vectors, GENSIM Variational-Bayes)

->  Topic EDA
€ Dbarplots, word clouds,

L 2 Cluster-maps, heatmaps

=>  Binary Classifier Modelling and Results:
€ Naive Bayes
€  Logistic Regression
€ Support Vector Machine
¢ SGD-Huber
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EDA: Word Cloud on individual entries
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EDA: Word Clouds for separated datasets.
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EDA: Word Cloud on individual entries for
“Healthy” is not depressed.
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EDA: Word Cloud on individual entries for
“toxic” is depressed.
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LDA (count vectors) entire corpus.
- Term sizes in word cloud is the term
probability.
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LDA (tf-idf vectors) entire corpus.
- Term sizes in word cloud is the term
probability.
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LDA (gensim VB) entire corpus
- Term sizes in word cloud is the term probability.
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EDA: Cluster mapping LDA topic distributions
gensim VB) entire corpus

Default Sort documents by target
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EDA: Heat map of LDA topic distributions (gensim VB) entire
corpus. Documents manually ordered by strongest topic.
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Intertopic Distance Map (via multidimensional scaling) Top-30 Most Relevant Terms for Topic 2 (24.2% of tokens)

pc2
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Most Probable Freq. entire corpus

Overall term frequency
I Estimatod term frequency within the selocted topic

1. saliency(term w) = frequency(w) * [sum_t p(t | ) * log(p(t | w)/p(t)] for topics ; see Chuang et. al (2012)
2. relevance(term w | topic t) = A * p(w 1 1) + (1 - A) * p(w | t¥p(w); see Sievert & Shiriey (2014)

Intertopic Distance Map (via multidimensional scaling) Top-30 Most Relevant Terms for Topic 11 (0.7% of tokens)
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I Estimated term frequency within the sslected topic

1. saliency(term w) = frequency(w) * [sum_t p(t | w) * log(p(t | w)ip(t)] for topics ; see Chuang et.al (20|
2. relevance(term w1 topic t) = A* p{w I t) + (1 - A) * p(w | p(w); see Sievert & Shirley (2014)




Gensim perplexity sore

Perplexity: -13. 5
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In Gensim, the LDA perplexity score is a measure of how well a given topic model has
generalized to unseen documents. It is a measure of how well the model can predict the held-out
or test set. A lower perplexity score indicates that the model is better at predicting the unseen
data.




Classifiers accuracy results:

Count
Vectors

Word Level
TF-IDF

N-Gram
Vectors

CharLevel
Vectors

Glove
Vectors

count

vector LDA

GENSIM
LDA

Naive Bayes

0.84

0.85

0.87

0.80

0.78

Logistic
Regression

0.91

0.86

0.92

0.88

0.81

Support Vector
Machine

0.89

0.84

0.93

0.89

0.81

SGD-Huber




Conclusion:

Character level TF-IDF vectors may give better results than
word-level representations in certain scenarios because:

e Robustness to spelling mistakes and
out-of-vocabulary words: Focus on the character-level
representation of the text rather than the exact word
spelling (a lot of noise or variability in the data).

e Capturing morphology: In languages with complex
morphology, character-level models can capture more
of the morphological information of words as they are
less affected by inflections, derivations, and compound
words.

e Capturing syntax and semantics: Character-level
models can capture some aspects of syntax and
semantics.




